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Abstract. We present our work on automatically extracting social hier-
archies from electronic communication data. Data mining based on user
behavior can be leveraged to analyze and catalog patterns of commu-
nications between entities to rank relationships. The advantage is that
the analysis can be done in an automatic fashion and can adopt itself to
organizational changes over time.

We illustrate the algorithms over real world data using the Enron corpo-
ration’s email archive. The results show great promise when compared to
the corporations work chart and judicial proceeding analyzing the major
players.

General Terms. Social Network, Enron, Behavior Profile, Link Mining,
Data Mining, Corporate Householding.

1 Introduction

There is a vast quantity of untapped information in any collection of electronic
communication records. Current techniques of manual sifting and hard coded
keyword searches do not scale to the task of analyzing these collections. The
recent bankruptcy scandals in publicly held US companies such as Enron and
WorldCom, and the subsequent Sarbanes-Oxley Act have increased the need to
analyze these vast stores of electronic information in order to define risk and
identify any conflict of interest among the entities of a corporate household.
Corporate household is ‘a group of business units united or regarded united
within the corporation, such as suppliers and customers whose relationships with
the corporation must be captured, managed, and applied for various purposes’
[23]. The problem can be broken into three distinct phases; entity identification,
entity aggregation, and transparency of inter-entity relationships [22].

* This work is based on an earlier work: Automated Social Hierarchy Detection
through Email Network Analysis in Proceedings of the 9th WebKDD and 1st SNA-
KDD 2007 workshop on Web mining and social network analysis ACM, 2007.
http://doi.acm.org/10.1145/1348549.1348562



Identifying individual entities is straightforward process, but the relation-
ships between entities, or corporate hierarchy is not a straightforward task. Cor-
porate entity charts sometimes exist on paper, but they do not reflect the day
to day reality of a large and dynamic corporation. Corporate insiders are aware
of these private relationships, but can be hard to come by, especially after an
investigation. This information can be automatically extracted by analyzing the
email communication data from within a corporation.

Link mining is a set of techniques that uses different types of networks and
their indicators to forecast or to model a linked domain. Link mining has been
applied to many different areas [28] such as money laundering [17], telephone
fraud detection [9], crime detection [31], and surveillance of the NASDAQ and
other markets [17,13]. Perlich and Huang [26] show that customer modeling
is a special case of link mining or relational learning [27] which is based on
probabilistic relational models such as those presented by [12,34,35]. A recent
survey of the literature can be found in [11]. In general models classify each entity
independently according to its attributes. Probabilistic relational models classify
entities taking into account the joint probability among them. The application
of link mining to corporate communication is of course limited by restrictions to
disseminate internal corporate data. Thus testing algorithms against real world
data is hard to come by. An exception to this situation is the publicly available
Enron email dataset.

The Enron Corporation’s email collection described in section 2, is a publicly
available set of private corporate data released during the judicial proceedings
against the Enron corporation. Several researchers have explored it mostly from
a Natural Language Processing (NLP) perspective [19,21,24]. Social network
analysis (SNA) examining structural features [6] has also been applied to ex-
tract properties of the Enron network and attempts to detect the key players
around the time of Enron’s crisis; [7] studied the patterns of communication
of Enron employees differentiated by their hierarchical level; [16] interestingly
enough found that word use changed according to the functional position, while
[5] conducted a thread analysis to find out employees’ responsiveness. [30] used
an entropy model to identify the most relevant people, [8] presents a method for
identity resolution in the Enron email dataset, and [1] applied a cluster ranking
algorithm based on the strength of the clusters to this dataset.

The work presented in this paper differs in two major ways. First, the rela-
tionship between any two users are calculated based on behavior patterns of each
specific user not just links. This allows the algorithm to judge the strength of
communication links between users based on their overall communication pat-
tern. Second, we assume a corporate householding perspective and propose a
methodology to solve the problem of transparency of inter-entity relationships
in an automatic fashion. Our approach determines link mining metrics which
can reproduce approximate social hierarchy within an organization or a corpo-
rate household, and rank its members. We use our metric to analyze email flows
within an organization to extract social hierarchy. We analyze the behavior of the



communication patterns without having to take into account the actual contents
of the email messages.

By performing behavior analysis and determining the communication pat-
terns we are able to automatically:

— Rank the major officers of an organization.

— Group similarly ranked and connected users in order to accurately reproduce
the organizational structure in question.

— Understand relationship strengths between specific segments of users.

This work is a natural extension of previous work on the Email Mining Toolkit
project (EMT) [32,33]. New functionality has been introduced into the EMT
system for the purposes of automatically extracting social hierarchy information
from any email collection.

The rest of the paper is organized as follows: Section 2 describes the Enron
email corpus,

section 3 presents the methods used to rank the Enron’s officers; section 4
describes the research design; section 5 presents the results; section 5 discusses
the results, and section 6 presents the conclusions.

2 Enron antecedents and data

The Enron email data set is a rich source of information showcasing the internal
working of a real corporation over a period between 1998-2002. There seems to be
multiple versions of the “official” Enron email data set in the literature [6, 29, 20,
4]. In the midst of Enron’s legal troubles in 2002, the Federal Energy Regulatory
Commission (FERC) made a dataset of 619,449 emails from 158 Enron employees
available to the public removing all attachment data. Cohen first put up the
raw email files for researchers in 2004, the format was mbox style with each
message in its own text file [4]. Following this, a number of research groups
around the country obtained and manipulated the dataset in a variety of ways
in attempts to correct inconsistencies and integrity issues within the dataset.
Like [6], the version of the dataset we use to conduct our own research was
treated and provided by Shetty and Adibi from ISI [29]. Our final main dataset
has 149 users after cleaning. We call this dataset as the ENRON dataset. The
ISI treatment of the Enron corpus consisted of deleting extraneous, unneeded
emails and fixing some anomalies in the collection data having to do with empty
or illegal user email names and bounced emails messages. In addition duplicates
and blank emails were removed. We also used a suplementary file provided by [29]
to assign the position of each user. When we apply the occupational classification
suggested by the former authors to our dataset, we find that 38.5% of the users
are classified as “employee” or “N/A”. The classification “employee” does not
bring any additional information more than indicating that the user is formally
working at Enron. We reviewed the emails of those employees that were not
well classified and imputed a position based on their signatures, the content
of the email or lists of traders that circulated internally. We found out that



an important part of the “unknown” employees were traders or were acting as
traders.

We also used another segment of the major FERC dataset that includes only
the emails among the 54 workers that we identified as members of the North
American West Power Traders division. We called this dataset as TRADER.
The importance of this dataset is that [25] presents an organigram of the above
division.

It should be noted that [3] has found that there is indication that a significant
number of emails were lost either in converting the Enron data set or through
specific deletion of key emails. So although we are working with most of the
emails, we will make the assumption that the algorithm is robust although some
emails are not part of the analysis. In addition the FERC dataset only covers
about 92% of Enron employees at the time.

3 SNA Algorithm

The social network analysis algorithm works as follows:

For each email user in the dataset analyze and calculate several statistics for
each feature of each user. The individual features are normalized and used in a
probabilistic framework with which users can be measured against one another
for the purposes of ranking and grouping. It should be noted that the list of
email users in the dataset represents a wide array of employee positions within
the organization or across organizational departments.

Two sets of statistics are involved in making the decision about a given user’s
“importance.” First, we collect information pertaining to the flow of information,
both volumetric and temporal. Here we count the number of emails a user has
sent and received in addition to calculating what we call the average response
time for emails. This is, in essence, the time elapsed between a user sending
an email and later receiving an email from that same user. An exchange of
this nature is only considered a “response” if a received message succeeds a
sent message within three business days. This restriction has been implemented
to avoid inappropriately long response times caused by a user sending an email,
never receiving a response, but then receiving an unrelated email from that same
user after a long delay, say a week or two. These elapsed time calculations are
then averaged across all “responses” received to make up the average response
time.

Second, we gather information about the nature of the connections formed
in the communication network. Here we rank the users by analyzing cliques
(maximal complete subgraphs) and other graph theoretical qualities of an email
network graph built from the dataset. Using all emails in the dataset, one can
construct an undirected graph, where vertices represent accounts and edges rep-
resent communication between two accounts. We build such a graph in order to
find all cliques, calculate degree and centrality measures and analyze the social
structure of the network. When all the cliques in the graph have been found, we
can determine which users are in more cliques, which users are in larger cliques,



and which users are in more important cliques. We base it on the assumption
that users associated with a larger set and frequency of cliques will then be
ranked higher.

Finally all of the calculated statistics are normalized and combined, each
with an individual contribution to an overall social score with which the users
are ultimately ranked.

3.1 Information Flows

First and foremost, we consider the volume of information exchanged, i.e. the
number of emails sent and received, to be at least a limited indicator of im-
portance. It is fair to hypothesize that users who communicate more, should,
on average, maintain more important placement in the social hierarchy of the
organization. This statistic is computed by simply tallying the total number of
emails sent and received by each user.

Furthermore, in order to rate the importance of user ¢ using the amount of
time user j takes to respond to emails from user ¢, we must first hypothesize that
a faster response implies that user ¢ is more important to user j. Additionally,
when we iterate and average over all j, we will assume that the overall importance
of user ¢ will be reflected in this overall average of his or her importance to each of
the other people in the organization. In other words, if people generally respond
(relatively) quickly to a specific user, we can consider that user to be (relatively)
important. To compute the average response time for each account z, we collect a
list of all emails sent and received to and from accounts y; through y,,, organize
and group the emails by account y; through y,, and compute the amount of
time elapsed between every email sent from account z to account y; and the
next email received by account z from account y;. As previously mentioned,
communication of this kind contributes to this value only if the next incoming
email was received within three business days of the original outgoing email.

3.2 Communication Networks

The first step is to construct an undirected graph and find all cliques. To build
this graph, an email threshold N is first decided on. Next, using all emails in the
dataset, we create a vertex for each account. An undirected edge is then drawn
between each pair of accounts which have exchanged at least N emails. We then
employ a clique finding algorithm, Algorithm 457, first proposed by Bron and
Kerbosch [2]. This recursively finds all maximal complete subgraphs (cliques).

a. Number of cliques: The number of cliques that the account is contained
within.

b. Raw clique score: A score computed using the size of a given account’s clique
set. Bigger cliques are worth more than smaller ones, importance increases
exponentially with size.



c. Weighted clique score: A score computed using the “importance” of the peo-
ple in each clique. This preliminary “importance” is computed strictly from
the number of emails and the average response time. Each account in a clique
is given a weight proportional to its computed preliminary. The weighted
clique score is then computed by adding each weighed user contribution
within the clique. Here the ’importance’ of the accounts in the clique raises
the score of the clique.

More specifically, the raw clique score R is computed with the following
formula:
R=2""

where n is the number of users in the clique. The weighted clique score W is
computed with the following formula:

W=t -2"1!

where ¢ is the time score for the given user.

Finally, the following indicators are calculated for the graph G(V, E) where
V = 1,09, ...,v, is the set of vertices, ' is the set of edges, and e;; is the edge
between vertices v; and v;:

— Degree centrality or degree of a vertex v;: deg(v;) = Zj a;; where a;; is an
element of the adjacent matrix A of G

— Clustering coefficient: C = %Z?:l CC;, where CC; = % :
v; € N; e;; € E. Each vertex v; has a neighborhood N defined by its
immediately connected neighbors: N; = {v;}: e;; € E.

— Mean of shortest path length from a specific vertex to all vertices in the
graph G: L = %Z] d;;, where d;; € D, D is the geodesic distance matrix
(matrix of all shortest path between every pair of vertices) of G, and n is
the number of vertices in G.

— Betweenness centrality B.(v;) = Y.

Gkij

i -
geodesic distances of all other vertices ‘ghgﬁuj include vertex v; where gp;; is
the number of geodesic paths between vertices k and j that include vertex i,
and gp; is the number of geodesic paths between k and j [10].

— “Hubs-and-authorities” importance: “hub” refers to the vertex v; that points
to many authorities, and “authority” is a vertex v; that points to many hubs.
We used the recursive algorithm proposed by [18] that calculates the “hubs-
and-authorities” importance of each vertex of a graph G(V, E).

. This is the proportion of all

3.3 The Social Score

We introduce the social score S, a normalized, scaled number between 0 and 100
which is computed for each user as a weighted combination of the number of
emails, response score, average response time, clique scores, and the degree and
centrality measures introduced above. The breakdown of social scores is then
used to:



i. Rank users from most important to least important
ii. Group users which have similar social scores and clique connectivity
iii. Determine n different levels (or echelons) of social hierarchy within which to
place all the users. This is a clustering step, and n can be bounded.

The rankings, groups and echelons are used to reconstruct an organization
chart as accurately as possible. To compute S , we must first scale and normalize
each of the previous statistics which we have gathered. The contribution, C , of
each metric is individually mapped to a [0, 100] scale and weighted with the
following formula:

x; —infx
Wy - Cp = wy, -100- | ————
supz — inf x

where z is the metric in question, w, is the respective weight for that metric,
the supz and inf x are computed across all i users and z; is the value for the
user. This normalization is applied to each of the following metrics:

. number of emails

. average response time
. Tesponse score

. number of cliques

. weighted clique score
. degree centrality
. clustering coefficient
. mean of shortest path length from a specific vertex to all vertices in the
graph
10. betweenness centrality
11. "Hubs-and-Authorities” importance

1
2
3
4
5. raw clique score
6
7
8
9

Finally, these weighted contributions are then normalized over the chosen
weights w, to compute the social score as follows:

Dallx Wa - Co
Zall T Wy

This gives us a score between 0 and 100 with which to rank every user into an
overall ranked list. Our assumption is that although the number of emails, aver-
age response time, number and quality of cliques, and the degree and centrality
measures are all perfectly reasonable variables in an equation for “importance,”
the appropriate contribution, i.e. weight, of each will vary by situation and or-
ganization, and therefore can be adjusted to achieve more accurate results in a
variety of cases.

S =



3.4 Visualization

As part of this research, we developed a graphical interface for EMT, using the
JUNG library, to visualize the results of social hierarchy detection by means of
email flow.

After the results have been computed, the statistics calculated and the users
ranked, the option to view the network is available. When this option is invoked, a
hierarchical, organized version of the undirected clique graph is displayed. Nodes
represent users, while edges are drawn if those two users have exchanged at least
m emails. Information is provided to the user in two distinct ways, the qualities
of a user are reflected in the look of each node, where the relative importance of a
user is reflected in the placement of each node within the simulated organization
chart.

Although every node is colored red, its relative size represents its social score.
The largest node representing the highest ranked individual, the smallest rep-
resenting the lowest. The transparency of a given node is a reflection of the
user’s time score. A user boasting a time score near to 1 will render itself almost
completely opaque where a user with a very low time score will render almost
entirely transparent.

The users are divided into one of n echelons using a grouping algorithm, we
use n = 5 in this paper. Currently, the only grouping algorithm which has been
implemented is a straight scale level division. Users with social scores from 80-
100 are placed on the top level, users with social scores from 60-80 are placed
on the next level down, etc. If the weights are chosen with this scale division
in mind, only a small percentage of the users will maintain high enough social
scores to inhabit the upper levels, so a tree-like organizational structure will be
manifested. Different, more sophisticated, ranking and grouping algorithms have
been considered and will be implemented, and will be discussed in the following
section on future work.

When a node is selected with the mouse, all users connected to the selected
user through cliques are highlighted and the user, time score and social score
populate a small table at the bottom of the interface for inspection. Nodes can be
individually picked or picked as groups and rearranged at the user’s discretion. If
the organization is not accurate or has misrepresented the structure of the actual
social hierarchy in question, the user can return to the analysis window and
adjust the weights in order to emphasize importance in the correct individuals
and then can recreate the visualization.

If the user would prefer to analyze the network graphically with a non-
hierarchical structure, a more traditional graph/network visualization is avail-
able by means of the Fruchterman-Reingold node placement algorithm. This
node placement algorithm will emphasize the clique structure and the connect-
edness of nodes in the graph rather than the hierarchical ranking scheme in the
first visual layout.



4 Research Design

We ranked the employees of both datasets ENRON and TRADERS using the
social score (see Figure 5 and 6). We separated the ENRON dataset in four
equal-sized segments where the top and low segments have the employees with
the highest and lowest social scores respectively. We also classified the workers
into four occupational categories:

1. Senior managers: CEQ, chief risk officer, chief operating officer, presidents,
vice presidents, and managing directors.

2. Middle managers: directors, managers, senior managers, lawyers, senior spe-
cialists, legal specialists, assistants to president, and risk management head.
Assistants to president may qualify as regular “employees”, however they
communicate and take similar decisions to those that a middle manager
may take.

3. Traders. Some traders might be more important than a middle manager
according to their performance, however we keep them in a separate category
because of Enron’s leadership as an energy trading company.

4. Employees: employees, employee associates, analysts, assistant traders, and
administrative assistants.

We expect that there is a relationship between the occupational category and
the segment that each employee belongs to. For instance, senior managers should
be mostly in the first segment, and middle managers in the first and second
segments. An exception is the last category because 23 workers still keep the
generic title “employees.” So they could be distributed among all the segments.

We built a 4 x 4 contingency table with the four segments and the four
occupational categories (see Table 1). We wanted to test the hypothesis, using
the Chi Square statistics, that there is a relationship between the occupational
categories and the four segments of employees ranked by their social scores.
So, we compared the ENRON contingency table with a contingency table that
homogeneously distributes the same number of workers among the four segments
(see Table 2). The null hypothesis is that the ENRON contingency table is not
different from the expected contingency table.

In the case of the TRADERS dataset, the above analysis was not appropriate
because it has fewer users and a flatter structure than the rest of the organization.
We evaluated if the social score is capable of identifying the most important
employees in the organizational structure or those that are in the top of the
departamental organigram.

5 Results and Discussion

We have performed the data processing and analysis using EMT [33]. EMT
is a Java based email analysis engine built on a database back-end. The Java
Universal Network/Graph Framework (JUNG) library [15] is used extensively in



Table 1. Actual distribution of Enron‘s employees in occupational categories and
segments defined by the social score

Sr.Mgrs|Mgrs|Traders| Employees|Total
1 20 11 0 6 37
2 11 8 10 8 37
3 5 14 11 7 37
4 3 12 15 8 38
Total 39 45 36 29 149

Table 2. Expected distribution of Enron‘s employees in occupational categories and
segments defined by the social score

Sr.Mgrs|Mgrs|Traders| Employees|Total
1 10 11 9 7 37
2 9 11 9 8 37
3 10 11 9 7 37
4 10 12 9 7 38
Total 39 45 36 29 149

EMT for the degree and centrality measures, and for visualization purposes (see
section 3.4).

In order to showcase the accuracy of our algorithm we present separate analy-
sis of the complete Enron dataset and the North American West Power Traders
division of Enron.

5.1 Analysis of complete ENRON dataset

In the case of the ENRON dataset, the Chi Square test rejects the null hy-
pothesis with a probability of 99.6%. Hence, the four segments defined by the
social score has also aggregated Enron’s employees in a different way than a
simple homogeneous distribution. In order to evaluate if the aggregation given
by the social score also corresponds to the organizational hierarchy, we ranked
the occupational groups in a scale of one to four based on a weighted average
of the distribution of each occupational group in the four segments where one
represents the highest hierarchy (see Table 3).

Table 3. Weighted ranking of each occupational category. The ranking is based on the
distribution of each group of employees in the four hierarchical segments

Occupational category|Weighted ranking

Senior managers 1.77
Middle managers 2.6
Traders 3.14

Employees 2.59




Table 3 shows a direct relationship of the ranking and the hierarchy of each
occupational category, at exception of the generic category “employees” which
has a ranking similar to the one of the middle managers. We suppose that this
category may hide workers from other categories that were not well classified.
Senior managers are present in the first (51.3%) and second (28.2%) segments
of the ENRON contingency table (see Table 4), so their ranking is 1.77.

Table 4. Proportional distribution of Enron‘s employees in occupational categories
and segments defined by the social score

Sr. Mgrs| Mgrs |Traders Employees
51.28% (24.44%| 0.00% 20.69%
28.21% |17.78%| 27.78% 27.59%
12.82% [31.11%| 30.56% 24.14%
7.69% |26.67%| 41.67% 27.59%

=W N =

Middle managers have a ranking of 2.6. There is clearly a major jump with
senior managers and their hierarchical level is higher than the one of the traders.
The preeminence of Enron as an energy trading company leads to a slight dis-
tinction between the hierarchy of managers and traders. Even though managers
organized the company, traders were the main drivers of the company. Therefore,
the ranking of the traders is just slightly below the ranking of the managers.

Traders are mostly concentrated in the third and fourth segments (30.56%
and 41.7% respectively) which is consistent with a ranking of 3.14. Most of the
traders do not have a large number of emails. This can be explained because
of the parallel communication systems of the traders (instantaneous message,
phone, Bloomberg or trading terminal). They also communicate mostly among
themselves, hence their social scores might be reduced in relation to the scores
of the rest of the organization.

Employees are almost equally distributed in the last three segments and
with smaller presence in the first segment. The even distribution of “employees”
is easily explained by its generic category. According to the emails, many of
them have a lot of influence in the company, however the emails studied did not
indicate their occupational position. So we kept them in this generic category.
When we eliminate this group of workers from our calculations, the probability
of rejecting the null hypothesis using the Chi Square test is 99.95%.

5.2 Analysis of North American West Power Traders division

As one can see in Table 5 and Figure 1, when running the code on the 54
users contained with the North American West Power Traders division we can
reproduce the very top of the hierarchy with great accuracy. The transparency
of the vertices in the graph visualization (Figure 1) denotes the response score
of the user, a combination of the number of responses and the average response
time. By our assumptions made in section three, we have determined that lower



average response times infer higher importance, and appropriately, Tim Belden
and Debra Davidson have fast average response times, causing more opaque
colored node representations.
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Fig. 1. Enron North American West Power Traders Extracted Social Network

Once we turn to the lower ranked individuals, differences in our computed
hierarchy and the official hierarchy are quite noticeable in Figure 3. As we move
down the corporate ladder, the conversational flows of dissimilar employees can
in fact be quite similar. Despite the discrepancies of our selections with the lower
ranked officers, we find that consistently we are able to pick out the most im-
portant 2 or 3 individuals in any given segment, affording us the power to build
a hierarchy from small groups up. Not only does the head of Enrons Western
trading operation, Tim Belden, appear on the top of our list, both his adminis-
trative assistants appear with him. Additionally, in the first fourteen positions
we are also able to identify the majority of directors, and an important number

of managers and specialists. Figure 3 highlights these positions and their key
role in the organizational structure.?

4 Researchers interested in this line of research can find organigrams of public compa-
nies in their annual reports.



The placement of accounts other than the top two or three is in fact giving us
insight into the true social hierarchy of this particular Enron business unit over
the course of time from which the emails were gathered. This differs noticeably
from the official corporate hierarchy, which can be expected as the data reflects
the reality of the corporate communication structure.

With this sort of technique, it may be possible to view a snapshot of a
corporate household or community (or any number of sub-communities) and
effectively determine the real relationships and connections between individuals,
a set of insights an official corporate organization chart simply could not offer.

6 Conclusions and future work

.sh553@cs columbia.edu .sa\@:s.cu\umbla.edu
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Fig. 2. Analysis of our own emails

Understandingly, real world organizational data is hard to come by because
of privacy concerns. The data in the the Enron dataset provides an excellent
starting point for testing tools in a general setting. When we analyzed the algo-
rithm on our own email data the social hierarchy of our lab was very apparent.
Figure 2 clearly shows professor, PhD, lab students, and outsiders.

In our analysis of the Enron dataset, we have been able to recognize and rank
the major officers, group them by their hierarchy, and capture the relationship
among the segment of users. We think that this approach contributes to the



definition of corporate household in the case of Enron, and can be easily extended
to other coporations.

The next immediate concern is to apply these tools to the Enron dataset
in a comprehensive and formal manner over time based data sets. The dataset
contains enough email volume and generality to provide us with very useful
results if we are interested in knowing how social structure changes over time.
By varying the feature weights it is possible to use the mentioned parameters
to:

a. Pick out the most important individual(s) in an organization,

b. Group individuals with similar social/email qualities, and

c. Graphically draw an organization chart which approximately simulates the
real social hierarchy in question

In order to more completely answer our question, as previously mentioned, a
number of additions and alterations to the current algorithms exist and can be
tested. First, the concept of average response time can be reworked or augmented
by considering the order of responses, rather than the time between responses,
like in [14]. For example, if user a receives an email from user b before receiving
an email from user ¢, but then promptly responds to user ¢ before responding
to user b, it should be clear that user ¢ carries more importance (at least in the
eyes of user a). Either replacing the average response time statistic with this, or
introducing it as its own metric may prove quite useful.

Another approach is to consider common email usage times for each user and
to adjust the received time of email to the beginning of the next common email
usage time. For example, if user a typically only accesses her email from 9-11am
and from 2-5pm, then an email received by user a at 7pm can be assumed to
have been received at 9am the next morning. We hypothesize that this might
correct errors currently introduced in the average response time calculations due
to different people maintaining different work schedules.

In addition to the continued work on the average response time algorithms,
new grouping and division algorithms are being considered. Rather than im-
plementing the straight scale division algorithm, a more statistically sophisti-
cated formula can be used to group users by percentile or standard deviations of
common distributions. Furthermore, rather than ignoring the clique connections
between users at this step, the graph edges could very well prove important in
how to arrange users into five different levels of social ranking, by grouping users
with respect to their connections to others.
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